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Synopsis
In part I, the theory of irreversible processes proposed by Prigogine and Van Hove is 

reviewed and the master equation is rederived directly in the phase space without reference 
to the Fourier space. In part II, the assumptions involved are closely examined with particular 
emphasis on the justification of the master equation as derived from the Liouville equation. 
It is demonstrated that the conditions of a parameter of smallness 2 associated with the inter
action potential energy and large time t compared to a collision time are neither necessary nor 
sufficient to justify the derivation of the master equation. A necessary, but physically restrictive 
condition is obtained, and the usefulness of the master equation is discussed.
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Introduction

This is the first of several papers designed to investigate the logical relationship be
tween the Liouville equation and equations describing irreversible processes. AA hi le 
there are many approaches to the development of such equations, they are usually 

based on philosophical assumptions and no attempt is made to justify analytically 
these assumptions from the Liouville equation. This, for example, is the case with 
Kramers’ equations describing Brownian motion(1) for which the interaction is as
sumed to have a random character; or the master equation derived by Bogolubov(\ 
in which it is assumed that the equations describing nature have a Markovian charac
ter. Although these assumptions seem physically reasonable, they have not been 
derived from the Liouville equation. Consequently, the analytical conditions neces
sary to pass from the reversible properties of the Liouville equation (or the basic 
equations of motion) to the properties of equations describing irreversible processes 
are not known.

However, the theory of irreversible processes initiated by Van Hove(3), Brout and 
Prigogin e(4), and further developed by Prigogine and others^’ is distinctive in that 
it represents an important analytical attempt to develop the equations for irreversible 
processes directly from the Liouville equation. In this theory, the Fourier space repre
sentation of the Liouville equation is studied and a general master equation is de
veloped by assuming (1) a parameter of smallness À associated with the interaction 
potential, (2) times t large compared to the average collision time, (3) a large number 
of particles N-+ oo and infinite volume T-> co but finite concentration N/V, and (4) 
a weak restriction on the form of the initial density function @(0). Briefly, the Fourier 
transform of is expanded in powers of Z, the asymptotic forms of these terms 
for 2->0, t -+ oo, ;V->oo, T°->oo -are'determined, and the dominant terms are selected 
out and summed to produce the master equation. In the first part of this paper (sec
tions 1 and 2), the master equation is rederived directly in the phase space with
out the use of the Fourier space representation. While this derivation is less cumber
some, it should be emphasized that the logical structure and the assumptions in
volved are based entirely on the ideas originated by Van Hove and Prigogine. The 
only significant difference in the derivation given here is that, by first summing the 
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4 Nr 1

selected terms in Â, a non-Markovian equation is obtained which reduces to the 
master equation when the limit /-><» is taken.

But, in view of the reversible character of the Liouville equation which is not af
fected by parameters of smallness or large times, it is difficult to understand how 
the assumptions employed can give rise to the irreversible character of the master 
equation. In the second part of this paper (section 3), this problem is studied in con
junction with a close analysis of the derivation. Higher order terms in Â and t are exa
mined and a condition is determined to justify the use of the asymptotic forms. The 
analysis demonstrates that the original assumptions are neither necessary nor suf
ficient to derive the master equation, while the new conditions appear to severely 
limit its practical value. However, the apparent discrepancies between the Liouville 
equation and the master equation are largely resolved and a closer relationship is 
established between the various theories of irreversible processes.



Part I: Derivation of the Master Equation
Section 1 : Liouville Equation

1.1. General Assumptions
We shall consider a system of N particles, with momentum pt and space coordi

nates xit contained in a cubic volume whose sides are of length 2L, subject to 
the potential V({æf}). The potential is taken as a function of the relative positions 
and assumed to be pairwise additive :

ij

from which it follows that the force on any particle is given by 

dV = y dVij
dxi

and
dVij = _dVi1
dxi dXj ‘

(1-1.1)

(1.1.2)

(1.1.3)

Furthermore, we shall assume that the potential and forces vanish at infinity, i. e.,

Vy(±oo) = 0 and dVij
dxi

(± co) = 0 .

The Hamiltonian for this system is

(1-1.4)

(1.1.5)

where the mass of each particle has been taken equal to m. The parameter Z is in
troduced primarily as an expansion parameter.

The Liouville equation describes the time dependence of the phase space probab
ility density function*,  ^({pj, (æj, 0» and is given by

* The words density function and distribution function are used interchangeably throughout the text, 
although strictly speaking the quantities referred to are always density functions.

Mat.Fys.Skr. Dan.Vid. Selsk. 2, no. 1.
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i i
for the Hamiltonian (1.1.5).

2



6 Nr. 1

1.2. Dimensional Changes
It is convenient to introduce new dimensions as follows:

Pi!
Pi = !]/mRT

(1.2.1)

where T is the temperature and R is the gas constant. In this case, the equilibrium 
density function becomes

(1.2.2)

where C and C' are normalization constants. The Liouville equation (1.1.6) becomes

dg 
FC

dV' dg
dp'i'

(1.2.3)

Henceforth we shall drop the primes, but consider that all quantities are expressed 
in these units so that equations (1.2.2) (right side) and (1.2.3) are the appropriate 
forms.

Finally, it is convenient to use a notation which applies specifically to a one
dimensional real space. Thus, TP is interpreted as a length, and the summations in 
equation (1.2.3) extend from 1 to A'. The results are easily extended to three dimen
sions, in which case xi for i = I • 1, / • 2, / • 3 are the three coordinates of the particle 
I and the summations extend from z = 1 to 3A\ Also the potentials V(.xq-Xy) must 
be interpreted as functions of the three coordinates of each particle i and j. 
However, specific results derived here for one dimension are easily generalized 
and the general conclusions are not particularly affected by the dimensionality.

Section 2: Derivation of the Master Equation

2.1. Equations for the Reduced Density Function
From the set [AT] of N particles we choose a subset S consisting of s particular 

particles. These particles are labelled (1, 2, . . ., s) and those in the set [AT-S] are 
labelled (.s + 1, . . ., A7’). We define the S order coordinate-reduced density function by 
the equation

A = ^s^dxs + 1dxs + 2 . . . (2.1.1)

which means integration over the entire coordinate space of particles s+1 to AT. 
The quantity T refers to the coordinate space volume (a length in one dimension). 
The introduction of the factor Vs in the definition of fs (2.1.1) is simply a recog
nition of the volume dependence of the normalization factors of the density func- 
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tions. In this connection, we are only interested in density functions of physical 
interest which behave similarly to the equilibrium distribution for the phase space 
limits. In accord with equation (1.2.2) the equilibrium density function behaves as

as pt -+ ± cc .

Since the potential energy functions of interest satisfy

we have
VtJ (æ< - æ; 0

J_ 2V-1
Qeg Qeg

as Xt -> ± co ,

as xt -> ± co,

(2.1.2)

(2.1.3)

where gfq 1 denotes the equilibrium density function for (N-l) particles. And as 
T £>e?->0 at the limits.

There are, of course, as many different fs as there are ways of choosing a parti
cular set [S] from the set [AT] (order of particles plays no role). While these different 
fs are always functions of a different set of coordinates (at least one particle must 
be different in each ff), the fs may or may not have the same functional form, 
depending on the symmetry of the problem. Also s can have any value from 0 to N, 
where f0 = foQh, ■ ■ ■ , pN) and fN = TN g.

To obtain the equations for the fs from the Liouville equation we shall make use 
of the following facts:

lim ,»+L n lim
L -> co \ -^-d^ = L->co [g(L) -g(-L)] = 0 (2.1.4)

» —L OXi

because p(± ») = 0*.  As L -+ co, T co, and to keep the problem meaningful, we 
must let ïV -> » in such a way that the concentration C = NfV1 remains finite.

In addition, we note that 
N

dV dg 
dxt dpi

ij = 1 i ÿtj

dVjj dg 
dxi dpi

s

ij = 1 i # j

dVij dg 
dxi dpi

i = 1

dg 
dpi

dg 
dpj

V7 dVijdg 
dxi dpi 

ij — 8 + 1
i j

(2.1.5)

where we have used equations (1.1.2) and (1.1.3).
Integrating the Liouville equation (1.1.3) over the position coordinates of the 

particles in the set [2V-S], and using equations (2.1.1), (2.1.4), and (2.1.5), we 
obtain

The same result is obtained if we assume q(L) = q(—L) for oo .
2*
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for F -> co, AT -> oo such that NfT*  = C, where 1 is a function of all the p^i = 1, . . ., AT), 
the xt of the particles in the set [S] and in addition for j in the set [N-S]; similarly 
for //+)2- Equation (2.1.6) is valid for (s = l,...jV) and is the desired equation for 
the /s.

The first three equations are

dfo 
dt (2.1.7)

df^ df^ 
dt dxx

fi1}) dXjT ? dxi [dPi dPj

(2.1.8)

(2.1.9)

where the numbers in the parentheses f/h, /2(12> refer to the particular particles not 
integrated over. The numbers can always be replaced by k, I as long as the sum
mations exclude them specifically; thus

2 N N
Z ■

i=lj=3 i = k,l j =

2.2. Expression in Correlation Functions
We can always expand an arbitrary distribution function q in terms of the cor

relation functions as

Q = ^N]9o+X9i}+E92P) + y A 9?92P)+E93T}+ • • - +^j. (2-2.1)
\ i P i P T I

i * P
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(2.2.2)
V —ÖO

(2.2.5)

Specifically,

(2.2.6)

(2.2.7)

where the gl are /th order position correlation functions. The indices inside the paren
thesis, as g^\ g(̂ \ refer to the position coordinates of particular particles. The i, P, T 
represent the particle i, the pairs of particles (7i, /), the triplet (/z, v, tv), etc., and 
the summations are combinations from the set [TV]. All the gt may be a function of 
the momenta of all the particles. In particular, g0 is a function of the momenta only, 
9o = 9o(Pi> P2> • ■ Pn)- According to their definition as correlation functions, we 
require that

We now limit our possible initial conditions by requiring that ø is a function 
of the relative coordinates only; i. e.,

g = g({xt - Xj}) for all i and j. (2.2.3)

From the Liouville equation it is easily seen that, if this condition is satisfied at t = 0, 
then it is satisfied at all times. From (2.2.3) it follows that g[i} = 0 and, hence, equa
tion (2.2.1) reduces to

1
9 ~ y=N

[gi1 ’}dx^ = 0 for /z = l,...,/.
•/— on

fo ~ 9o

fi = 9o

(which is independent of xt in accord with condition (2.2.3))

7*2  = 9o + 9z^

fs = 9o + 92i} + 9zk} + 9zk) + 93W > etc-

These equations can be solved for the gt and yield

90 = /o

91 = 0
9(2P) = fiP) - /o

9^ = f3-StiP) + ZféT} (PeT)-
p

These equations could have been taken as a definition of the gt and would yield 
equation (2.2.2). In fact, the gt and the fs form a one-to-one functional transformation 
of each other; the importance of this particular transformation is shown in section 2.3.

#2 )+^93 ) + X ^92 }9-z )+E9iQ + • • (2.2.4)
l P T P, P2 Q 1

Pi # P,
Using the definition of the fs (2.1.1) and equation (2.2.2), we obtain from (2.2.4) that
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Note that

/i (aq - æ;) g (aq - æ;) dxt dxj = F Ç Ä (a:) g (x) dx, (2.2.8)

where h and g are arbitrary functions and the result depends on the limits of inte
gration becoming infinite (i. e., 7° -> »). Then, by substituting equations (2.2.6) into
(2.1.6) and applying (2.2.8) as well as the condition (1.1.4), we obtain*

(2.2.9)

N

dxi [dpi dp2jv

dpi dpj

dxi dpi dpj
i = 3

N

dxt dxj

r d d 1

[93 01 + 93 w>] dx, dx,

\ y \yy^-.dVindxt,ix,

7 = 3 *

f~~ .7212)^1 ’̂2

d9z
P2dx2

r d d

dg2 
dl P1dX1

2

___  , dxi dpt
1 = 3 1

d9o
dt

[ d d 
[dpi dp}

■(/2

& ^12 ' d d ‘ 3V12 ' d d
dxr _dPi dP2

^0 + O 
dxv 9 Pi 9 P%

which are the equations for the g0 and g2. The equations for the other g, are 
obtained in the same way.

* That the equation for djpdt (2.1.8) adds nothing new is easily seen by noting that

f 0f3
\ — — [(Xj æy)> (æi æj)’ læl 3j)l rte.-

c'æi "Pi

ÇôVy(x)Ô/3 ? dV/;(x) d/2(x)
= \~T------ _—[x,y-x,y]dxdij = T\—/------ - - dx

dxt dPi ,1 dxt dPi 

since \ /3 [(xi - x;), (aq - x{), (xx - x;)J dxr = T
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2.3. z dependence
We shall now assume that the correlation functions can be expanded in powers 

of Â-as
go=^ + AgJ + Â2^ + ... I

7 i n ! o o (2.3.1)9i = X +^ 9i +■ - for Z>2. j

That is, the Zth order correlation function has a Å dependence of no less than 
Again, it is easy to prove that, if (2.3.1) is valid initially, it is true at all times. This is 
seen from equations (2.2.9) as well as from the Liouville equation; correlations are 

f d d I
created by the operator Â „ a (’ ant^ an order correlation requires the repea- (O Xi O pi J
ted application of this operator so that gt can be created only with an order of Âz_1. 
Consequently, if gt has initially no Â dependence lower than xz -1, it will never have 
any. It is for this reason that we have transformed from the fs to the gt. The lowest 
order z dependence of the gt is preserved in time while the fs will in general contain 
all powers of z. It is important to note that equation (2.3.1) also applies to the 
equilibrium distribution

where C is a normalization factor and where we can have P± = P2 = Zb etc. From 
(2.3.2) it is clear that the gt for the equilibrium distribution satisfy equation (2.3.1). 
This result is important, as it demonstrates that the equilibrium distribution has not 
been excluded by our choice of initial conditions.

2.4. Solution of the Equations for the Correlation Functions
We shall now solve equations (2.2.9) by iteration to the order Z2 and for the 

following initial (/ = 0) conditions:

9Î (0) = g? (0)^0 

0™(O) = O for m>l 

*7^(0) = 0 for I > 1.

(2.4.1)
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While these conditions satisfy the general restrictions (2.3.1) and (2.2.3), they are 
not preserved in time. They correspond to an initial distribution function p (t = 0) 
which is a function of the momenta p1, . . . pN alone and which is independent of A.

Inserting equations (2.3.1) into equations (2.2.9) and equating powers of 2, we 
obtain

(2-4.2)

dgl
dt

d 12

dx±
d^(12,Q d d

dpi dp2
g°0(t).

(2.4.3)

(2.4.4)

(2.4.5)

Using the initial conditions (2.4.1), we obtain from (2.4.2)

from (2.4.3)

and from (2.4.5)

• 0

ÖV12 

dxi

^(0 = rf(0),

giU) = o,

(.r-p/’) d
dpi

dpj d?(o)drdæ,

(2.4.6)

(2-4.7)

(2.4.8)

where x = .r1-.r2 and p = pr — p2;

putting (2.4.8) in (2.4.4), we have

dgl
dt

d

dPi

d

dPj
</o (0) dt' dx,

where we have also applied equation (2.2.8).
Finally, we can add equations (2.4.2), (2.4.3), and (2.4.9) and write

d.9o(O 
dt

z2 V“7 Ç d Vij (x) d dVij(x-pt') d _ <)
T / • \ dxi dpi] dxi dpi dp}

ij =i *-o
i * j

which is the expression for gQ(t) valid to order x2.

(2.4.10)
9o(O)df dx,
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2.5. Extending the Solution
Ô ( / )

Equation (2.4.10) is the correct solution to order A2 for ~~—. However, it is 

not Markovian in that it depends on po(O). This would appear to be easily recti
fied. We write equation (2.4.10) as

where

d£o(O = A2
dt T f(t>Py) 9o(O), (2.5.1)

(x- pt') dt' dx 
doet

d d 
dpi dpi

(2.5.2)

is a differential operator in the momenta (denoted by py) as well as a function of t. 
Integrating equation (2.5.1) with respect to t yields

.7o(O = ^o(O) + ^F(^^)^o(O). (2.5.3)

where
F(t,py) = ^f(t',py)dt’. (2.5.4)

Solving equation (2.5.3) for g0 (0) yields

^o(O) =---- -------------- 9o(O> (2.5.5)
1 + —F(t,py)

which is an operator equation whose meaning is

9o(O)= l~^F(t,py) + ^F(t,py)^ + . . . g0(t), (2.5.6)

where the series is that for 1/1 +x. If we now assume that Fn(t, py) g0(t) is 
bounded for all t and p with an upper bound Un, and that A is a parameter of 
smallness such that

1»— Ur and Uny>^Un + 1 for all n>l, 

then we can set
^o(O) = ^o(O to order A2

(2.5.7)

(2.5.8)

and equation (2.5.1) can be written as

^7^ = P^9o(O- (2.5.9)
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Subject to the condition (2.5.7), equation (2.5.9) is still valid to the order z2. The 
method we have used to obtain equation (2.5.9) is known as the resolvent method; 
it amounts to an elimination of the initial condition in terms of the function and its 
derivatives, and is in fact the standard procedure for developing a differential 
equation from its solution. However, to obtain equation (2.5.9), we have made a 
double approximation: first by cutting off higher powers of z according to equation 
(2.4.10), and second according to equation (2.5.8).

These particular approximations are not easily justified and would restrict equa
tion (2.5.8) to cases of little physical interest. However, equation (2.5.9)' can be 
developed by another procedure for which the approximations seem to be physically 
reasonable at first sight. This procedure, introduced by Prigogine(6), involves the 
investigation and summation of all the terms in z. To do this we examine the value 
of (Jq and in general z/q” (n = 2, 3, . . .). The term g% arises from according to 
equation (2.2.9). While there are many terms which contribute to g%, we shall only 
be interested in that which arises from g%. Solving the equations with the initial 
conditions (2.4.1) we obtain

d 
dpt

dVi} 
dxi (x-px)

d
dpt

ddpj]F(r ~r)drdr <7?(°)>

(2.5.10)

where 7?(f) is defined by equation (2.5.4). Equation (2.5.10) can be written as

(2.5.11)

where /(f) is defined by equation (2.5.2) and the operation is a type of convolu
tion defined as

7i (/) «• p(0 = ( 7i’(T)p(f-T)dT, (2.5.12)
• o

where 7z’ (/) = rf/,(0
at

is the derivative of 7i(f), and 7i(f) and g(t) are arbitrary functions.

Note also that

7z (/) «- 1 = \ 7i’(r) dr = 7z(f) -7z(0). 
»'o

(2.5.13)

It is easily seen from equation (2.2.9) that some terms in g^n arise from 
which in turn arises from the term . Thus the structure of the term g%n is
apparent from equation (2.5.11), and we obtain
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oo

'o'o
Â2where a = — '

Differentiating equation (2.5.14) with respect to t we obtain

(2.5.14)

<70(0) (2.5.15)

and, substituting equation (2.5.14) for the series, we have

= a/’(0 * <7o(O = ajjQ/” (T) 9oU - r) dr. (2.5.16)

Equation (2.5.16) represents a special solution of the general equation given by 
Zwanzig(7). Effectively certain terms in the z expansion of Zwanzig’s equation have 
been disregarded, but equation (2.5.16) retains the same general form. Equation 
(2.5.16) is still not Markovian, as it depends on the value of <70 at the time (t-r). It is 
closely related to equation (2.5.1) and can be made Markovian, in a similar manner, 
by replacing <7o(f-r) f7o (0> in which case one again obtains equation (2.5.9) 
since /'(()) = 0. But the necessary conditions to make this replacement are essentially 
the same as for deriving equation (2.5.9) and restrict the physics to cases of little 
interest.

However, the problem of making equation (2.5.16) Markovian can be related to 
an important property of the function / (0 which is derived in the following section.

2.6. Properties of f(f)
For the function /'(t) we can write

where

dpi dp.
ij = 1
i * j

[x- pt'] dx dt'. (2.6.2)

Carrying out the time integration of (2.6.2) and for convenience dropping the sub
scripts, we obtain
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or

0(/,/D = _H [V (x - pf) — V (x)] dx (2.6.3)
p ix o x

<p(t,p)= 9V^ V(x-pf)dx (2.6.4)
Å? V/y (7 «X

since the last term in (2.6.3) vanishes when the x integration is carried out.
To investigate (2.6.4) we shall assume a specific form for dV(x)/dx, namely 

a force of constant magnitude a over a range —b<x<b and zero elsewhere. This 
is illustrated in Figure 1 together with V (x). Setting

j = pt>

the integration over x in equation (2.6.4) is easily carried out for this case and we 
obtain

0 for IjI >2 5

for I <25

| j a2 [45-3 \j I] for 0<ljl <5

(2.6.5)

a) V(|.r|) =

I X- I ab (1 - ' ) for 5>|rr|>0.

0 for I x I > b.

b)
dV (x)

dx

x
X

0

for b > I x I > 0 

for I x I > b

From equation (2.6.5) we see that 0(t, p) behaves in a manner similar to a Dirac 
Delta, ô(p), function as t becomes large, since 0(/, p) has a non-zero value only for 
p<2b/t. To demonstrate that &(t, p) is a <5 function for large t, we evaluate
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lim r.+ »
I = t -> oo \ <P (t, p) 9Î (p) dp,

00

where N(p) is an arbitrary function. By writing the integral as \ + \, changing 

to -p in the second integral and finally setting p=j/t, we obtain

P

0 for

1 r*^[2b- y]2 for

±a2[4b- By] for

|y|>2h

b<|y|<2b

0< |y |<&

(2.6.6)

Since j is bounded by Q<j<2b, if we carry through the limit t -> co, we have 

sJiQ’/f) ->$R(0) and similarly SR (0) ; evaluating the integral over y, we obtain

/ = 4fl202(/n2)^(0)
so that we can write

lim
f-> oo 0(f, p) = 4 a2 b2 (In 2) ô(p). (2.6.7)

The condition that t -+ °o will be studied in detail in a later section, but for the 
moment we shall follow the arguments given by Prigogine: it is not necessary that 

If we define the mean collision time tc in terms of the mean velocity vM of 
the particles as

t,- —, (2.6.8)
VM

then equation (2.6.7) will be approximately valid for /» tc as l°nS as (?) 
essentially constant for 0<p<p^, where Pß((pM-

In other words, 0(/, p) becomes independent of I for t » tc. We can write

ø (/, p) ø (œ, p) for t>tß~)ytc

and, from equation (2.6.1), it follows that

/ /’(«,/>) for t>tß. (2.6.9)

For the problems considered here, tc will be very small compared to times of 
interest, so that the condition t » tc presents no difficulty. Finally, for other interesting 
types of forces, the result will be essentially the same, replacing b by the mean inter
action distance and a by the mean value of the force. The only important exception 
is the 1/r2 force which has such a large b that equation (2.6.7) is only valid for t 
of the order of relaxation times.

Mat.Fys. Skr. Dan.Vid.Selsk. 2, no. 1. 3
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2.7. The Master Equation
With these properties for f(t), it is now easy to demonstrate that equation (2.5.16) 

becomes Markovian for t > tß. Integrating (2.5.16) by parts yields

= a /'(0) »<,(/) +3’((-r) dr], (2.7.1)

Noting that /(O) = 0, splitting the last integral into \ +\ and using the property that 
f(t) = /(°c) for t> tß, yields tø

d9Q^ = a !/(00 ) 9o (°) - /(*)  9oU - dr 

-/(°°)\ ~ T) | for t>tß-
•7/

(2-7.2)

An evaluation of the last integral gives

= a[/'(c°)^o(^-O-^/'(r)(/i(/-T)dTj for t>tß
(2.7.3)

This shows that </o(O is of order a so that both (/>(/) and g0(t) do not change very 
much in a time tß which is small; hence, we can set g0(t - tß) ™ g0(E) and g'0(t - t) % 
g'0(T). Finally, the last term in equation (2.7.3) is of order a as compared to the first 
term and can thus be neglected. While an exact condition for these approximations 
can be easily written down by expanding g(t- tß) in a power series of tß, a more con
venient necessary condition is that

aF(^).7o(O« 1. (2-7.4)

where F (/) was previously delined by equation (2.5.4). If this condition holds, we 
can expect that our approximations are valid and equation (2.7.3) becomes

dgo(X) 
dt (2.7.5)

On replacing f(co) by its value we have

dÿ0(/)==Â2 \ d Ç dVij^x) 
dt r , dPi\ dx 

g = i
i # j

d
dpi (2.7.6)

which is identical with the Markovian master equation obtained by Brout, Prigo- 
gine, and Van Hove(4), as is demonstrated in Appendix 11.

Before comparing the details of this derivation with that given by Prigogine, 
it is useful to review the application to the problem of Brownian motion.



Nr. 1 19

2.8. Broiunian Motion
The equation for the Brownian motion of a particle is easily derived from the 

master equation*.  We consider a bath containing NB particles at equilibrium. Another 
particle (7J) of the same type**  is introduced into this bath at 7 = 0 with a given 
momentum distribution gp(pp, 0), and we wish to determine the time dependence 
of the distribution function gP.

The momentum distribution for each particle is defined by

9i(Pi’ OTL dPj> (2.8.1)
J-oc ; = i

j * i

where \gt(Pi, t) dpt = 1; that is, the are normalized.
We now require that g0 can be factorized into particle distribution functions, i. e.,

<7o(O =JÏ9i(Pi’ 0- (2.8.2)
< = i

Again, if (2.8.2) is valid at t = 0, it follows from the Liouville equation that it will be 
true for all t. Since the equilibrium distribution is factorizable, (2.8.2) will apply 
to Brownian particles if we require that the momentum of the particle P is initially 
uncorrelated with the momenta of the bath particles.

Since the particles are all of the same type, the interaction potentials V{j(x{ - Xj) 
will have the same functional form denoted by V(Xf-Xj), and also the masses mi 
will be the same. The derivation of the master equation requires that T -> °o and hence 
N -> ». To make this a physically meaningful situation, we shall require that there 
exist Nb particles in the bath and n particles P undergoing Brownian motion. Thus,

A=7Vb + ti (2.8.3)
as 7° —> 00 9 NB -> co and n -> oo , 

such that

= and ^ = CP are finite. (2.8.4)

For practical problems we can usually set n/TVg—10-23 (Avogadro’s number). The 
physical interpretation of equations (2.8.4) can be taken either as (1) one system 
containing 97 • NB bath particles (where NB & 1023) and 97 • n identical Brownian par
ticles (77 «s 1), where 9^-> 00 as ->oo; or (2) approximately as 97 identical systems, 
each having a finite volume and containing NB bath particles and 71 Brownian 
particles, where the number of systems becomes infinite (97 -> a>) and edge effects 
of the finite volume T are neglected. Finally, since there are only two types of par-

* The procedure given here is identical to that used by Prigogine (5), (8), (10).
** When the particle is not of the same type the equation is easily derived, but here this example 

suffices.
3*
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tides, there will be only two different types of particle distribution functions, namely 
gp(j)p., 0 f°r the Brownian particles, where gP is the same for all these particles 
but the argument is the pP. for a particular one and (Jb^Pb^ 0 for the bath particles, 
similarly interpreted. Using equations (2.<8.2) and (2.6.1), we obtain from the master 
equation

dtfi (pi)2 
df

iJ; ; = i = —

d
dpt

d_ 
dpj 9t(Pi> f)9j(P]> ^dPidPj

ij * 1

(2.8.5)

when the integration has been carried 
some particular particle. The terms in 
can be broken down and evaluated as

For i and J 1, we have

over all particles but 1, which is taken as 
the sum on the right-hand side of (2.8.5) 
follows.

d_ 
dpt

d
dpi

Pi = + x
dpj = 0.

pi =-°°
(2.8.6)

The last equality arises from the definition of (2.6.2) and the properties of V(x), 
from which it follows that = 0 for pi = ± a> for all / 0 and all pj except pj = ± œ. 

ô (1
We make the additional assumption that ,7;(pj) = 0, = 0 for pj = ± <*>,  which is

necessary for gi to be normalizable. The remaining terms of (2.8.5) are those for 
z = 1 or j = 1. For j = 1, we have

d
dpi 9i 9i dPi = 0 (2.8.7)

for the same reasons as (2.8.6). Finally, we have the terms for i = 1 which yield

d 
dp;

= 4a2b2ln2^~^0(P1-Pj) d
dpi

9i 9j dPj
(2.8.8)

where we have now used the value of p) given by equation (2.6.6). The last 
term in (2.8.8) has the obvious property that, if gr and g} have the same functional 
form, then the term is zero. Thus, if particle 1 is a Brownian particle and particle 
J also, then the integral is zero. Similarly for the bath particles. We may thus 
write Zjj = 0 if 1 and j are the same types of particles. Utilizing these results, we 
have immediately
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and

dgp(pi, O 
dt

- ß^ q (hl P2) d
dpi

d
dpz 9p(Pl, 1)9b(P2> 0dP2 (2.8.9)

d
dpi gP(.Pi> t)9B(Pz> t)dpi, (2.8.10)

where ß = z2 4a2 b2 In 2 and CB and CP are the concentrations (equation 2.8.4). The 
label 1 refers to any one of the Brownian particles and the label 2 to any one of the 
bath particles.

We now make the additional assumption that the change in the distribution 
function of the bath particles is negligible in the times we are interested in (i. e., set 
Cp = 0 in 2.8.10) so that we may set

9b(P2> O = 9b(P2> 0) = 0eQ(ft) = exp[-?]-

Equation (2.8.9) can then be written as

x 9^d9P^’- -9p(Pi. ‘'Pf

(2.8.11)

(2.8.12)

The integration over p2 can be carried out to yield 

or

dgp(pi, Q 
df = CB ß | J~pi <^1)]

dgP{pi, 0 
dpi + Pi9p(Pi> 0

dgP(pi> t)
dt = cB ß [geq (pi)]

.dpi
+ (i -pi)9p

(2.8.13)

(2.8.14)

which is the equation for the Brownian motion in one dimension. From equation 
(2.8.12) or (2.8.14) it is easily seen that gP(pi, t) proceeds from its initial state 
gP(Pi, 0) to its final state which must be gQCi(pi)- The details of the approach to the 
equilibrium distribution are given by equation (2.8.14). The procedure used here 
gives the various coefficients (as for friction) in terms of the mechanical properties 
of the particles.

2.9. Comparison with the Procedure Used by Prigogine
Aside from the fact that this derivation is carried out directly in the phase 

space without reference to the Fourier representation, there are several other diffe
rences with respect to the derivation given by Prigogine et al.(6) that are worth 
noting. In this derivation, the selection of higher-order terms in A, namely g^n, was

Mat.Fys.Skr. Dan.Vid. Selsk. 2, no. 1. 4 
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carried out by comparison with equation (2.5.6) and with the ultimate intention of 
demonstrating that equation (2.5.9) was actually contained in the complete expan
sion of (jo(l). In the treatment given by Prigogine, the Fourier transforms of all terms 

are studied with respect to their asymptotic t, Â, AT, and V dependence in the limits 
/ cc, A ->0 (where °c and 0 mean arbitrarily large and arbitrarily small, respectively) 
such that Z21 remains finite and A7-> °o, T -> oo such that Ar/^° remains finite. 
Thus, all non-zero terms containing (Â2 f)” are retained while terms of order z2(22 t)n 
are dropped to this order in z since they are negligible compared to the terms (À2t)n. 
In the next order of approximation all terms Â(z2t)n must also be retained. Thus, 
the asymptotic dependence is taken as a selection rule. The necessity of this selec
tion rule is clear, as we wish to develop an equation valid for small but fixed 
and arbitrarily large t so that the quantity z2/ need not be small compared to (Â2/)2. 
That is, z and t are unrelated and, consequently, 721 can and will obtain arbitrarily 
large values*.  Other terms such as z3/2 do not exist in the limit either because the 
Fourier coefficient is zero, or because they vanished as AT-> oo and V -+ oo. In prin
ciple this is a very powerful procedure, for it contains within itself an immediate 
proof that the convergence conditions (as presented here) are satisfied.

* This is an important point and it is the major distinction between the derivations given by Zwan
zig (7) and by Prigogine. Zwanzig requires that the quantity 7.1 be small, a nonphysical condition, since 
Z is related to the size of the interaction potential energy which is time independent, and t necessarily beco
mes arbitrarily large. By summing all powers of 2/f, Prigogine only requires that 7. be small. However, 
the reader is referred to page 35 for a further discussion of these points.

The asymptotic time analysis is carried out on the Fourier transforms of the 
terms gl0 as represented by equation (2.4.9). To indicate briefly the relation of that 
procedure to the phase space, we note that

• X

V(a?) 
dx

Ç dV(.r) 
) dx
t)x

for IP I > £

for 0 < I p I < £.
(2.9.1)

The Fourier transform of the first integral has poles which lie off the real axis in 
the complex plane and these are discarded, whereas the second integral has a pole 
on the real axis and is retained. As pointed out by Prigogine, the poles which lie 
off the real axis become negligible for t))tc. This result is identical to that obtained 
with the rigorous analysis of 0(/, />) (presented in section 2.6) which shows that the 
first integral in equation (2.9.1) can be effectively neglected for t » tc and, hence, 
that (/q behaves asymptotically as /<5(/>) <yo(O) (where the bar means the Fourier 
transform with respect to the .rj. In a similar manner it is shown by Prigogine that 
</q2w) behaves as ln ô(p) yo(O). W hen these asymptotic terms are summed and dif
ferentiated with respect to t, the Fourier transform of equation (2.7.5) is obtained. 
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One may wonder what happened to the convolution aspect of g^n. In the asymptotic 
analysis of these terms in the Fourier space, for example g^, one obtains both a ô and 
a ô’ function. The latter is dropped as being negligible compared to the ô function. 
If retained it would have led to g'(t) terms which have also been dropped in the 
treatment given here (see equations 2.7.3 and 2.7.4). It is worth mentioning that 
the result obtained by the resolvent method (eq. 2.5.6) is also used as a guide to 
enhance the proper selection and analysis of the terms gl0 in the treatment given 
by Prigogine.

4*



Part II: Analysis of the Master Equation

Section 3: Analysis of the Master Equation

3.1. Discussion of the Master Equation
While we shall shortly investigate the approximations involved, it is important 

to realize the generality of the master equation (2.6.8) if the presentation is correct. 
The {.xj dependence of the initial distribution function £(0) is limited by the con
ditions (2.2.3) and (2.3.1), but the momentum distribution iZoCyPf/) *s n°t restricted 
and can have any normalizable form. The master equation expresses the time de
pendence of g0(t) and is valid for 2 small and tc, as well as N and T becoming 
infinite such that concentrations remain finite. While not all physical systems will 
have a small A, for purposes of discussion we shall allow Å to be made arbitrarily 
small, but not zero. The quantities z and t are not related so that the master equation 
is valid no matter how large t becomes. Also we can take g0(t) as an approximation 
to£p) in accord with equation (2.2.4), since all higher correlation functions (g2, 73 • • •) 
enter to higher orders in Z and can presumably be ignored for small Â*.  In effect, the 
master equation is another form of the Liouville equation valid when the stated 
conditions are satisfied. It is easily demonstrated that the entropy production (for 
*5(0 = 7o where go(t) is the solution of the master equation) is positive
definite (dS/d? >0). Furthermore, starting from any initial state <7o(O)> the distribution 
function will eventually approach a time independent state (as t -*  <»).

The nature of the solution is particularly easy to realize when the momentum 
distribution function is initially factorized (equation 2.8.2), in which case equation
(2.8.5) can be applied. Starting from any initial set of g^Pi, 0), after a short time 
(t')')tc), the only contributions to changing the functional forms g^Pi, 0 occur when 
p^ = P; and the time evolution proceeds until gt(p) = gj(p) (that is, the functional 
forms become identical). At this point (which is t = °o), the system is stationary, and 
all the g i are functionally identical. Note that, in general, g^Pi, 0) =£ gt(Pi, °°)- The 
master equation does not possess an oscillatory solution.

* This approximate relationship between g(2) and <7o(O is not an explicit part of the theory as presented 
by Prigogine, but it seems to be the source of some confusion in the literature as well as an interesting 
feature to investigate.
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3.2. Difficulties with the Master Equation
However, we must recall the reversible properties of the Liouville equation, 

particularly the entropy production which is always zero and the existence of the 
Poincare time at which the system returns to its original state. Since these pro
perties do not depend on the size of À, it is difficult to understand how the solution 
of the master equation, which is an approximation to the solution of the Liouville 
equation, can exhibit irreversible properties. As the Poincaré time depends on the 
number of particles N, this difficulty can be resolved by assuming that the Poincaré 
time becomes infinite for an infinite number of particles and hence can be forgotten, 
although the use of the master equation to describe real systems with a finite number 
of particles is implicitly limited to times much less than the Poincaré time*.  The 
difference in the entropy production of the two equations is not explained.

There is still another difficulty. If all the particle density functions g^pf) have 
identical functional forms, regardless of what that form is (i. e., it need not be the 
equilibrium form), the momentum density function gQ will not change in time 
according to the master equation (see eqs. 2.8.6, 2.8.8). Or, in the study of Brownian 
motion (section 2.8), if the density function of the bath particles gB had any func
tional form, the Brownian particle would have approached this form as t -> ». This 
property of the master equation is in complete contradiction to the Liouville equation 
which states that, in general, such functions must change in time (except for the 
equilibrium density functions). This property of the Liouville equation does neither 
depend on the size of Å nor on whether the volume is finite or infinite. In view of 
these differences, we must conclude that the solution of the master equation is not 
an approximation to the solution of the Liouville equation q(t) nor to the corresponding 
momentum density function g0(t). Consequently, the derivation of the master equation 
starting from the Liouville equation cannot be justified with only the assumptions 
employed thus far.

3.3. Resolution of the Inconsistencies -g0 as an approximation to q.
The difference in entropy production between the Liouville equation and the 

master equation presents a problem only if g0 is assumed to be equal to q to the 
order A. This possibility appears from equations (2.2.4) and (2.3.1) which state that

(3.3.1)

Equation (3.3.1) is written so as to demonstrate that each term of higher order cor
relation functions, gl2, g%, etc., can be compared to gff and is of higher order in A. 
If in each bracket the higher order terms can be neglected with respect to the first 
term for small z, then q can be replaced by gQ. It is important to note that the

* This explanation was given by Prigogine (4). 
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entire position dependence of q is contained in the <7Z(Z>1), while g0 expresses only 
a part of the momentum dependence.

To study this problem, we may start by examining the term g® which is given 
by equation (2.4.8) and can be written as

f/2 (i> È 0 = [ V O - pt) - V(x)]
d

dpi
d

dPj 9?(0) (3.3.2)

after the time integration has been carried out. This term must be compared to 
<7o(O = 9o(b)- bor almost all density functions <7o(O) of interest, the term 7° "will be
come arbitrarily large relative to g® as the and pj approach infinity. Specific 
examples are g°0 = Qi(Pi'), where g^pf) = ô(pt-p't) or gt{Pi) = exp (-pf). In theI
neighbourhood of p = 0, equation (3.3.2) reduces to 

9° (b L 0 = + t dV(x) 
dx

’ d
dpt

d
dpi

9?(0) (3.3.3)

so that ^2 wiH become arbitrarily large as /-><», even for p = 0. Finally, if V(.r) 
has an infinity as is the case for many potentials of physical interest, then g® will again 
become arbitrarily large when the arguments in (3.3.2) lie in the neighbourhood of 
these infinities. For any one of these reasons, it is clear that no matter how small x 
is made, the term Åg® will dominate the term g®> for some values of {pj, {æj, and 
t so that it cannot be neglected. The same reasoning applies to each of the brackets 
of (3.3.1).

The importance of these higher-order correlation functions in regard to the 
entropy production is easily realized. If the expansion of g given by (3.3.1) is inserted 
in the definition of the entropy, S = \glngl/ dpidxi, and the entropy is then expanded

i
in powers of Å, it is easy to demonstrate that dS/dt = 0 for all t and for each power 
of Å by using the values of the gr derived from equations (2.2.9) in section 2.4.

We can conclude that 7o(O n°t an approximation to £>(£), regardless of how 
small Å may be. Consequently, there is no inconsistency in the different entropy pro
ductions associated with the Liouville equation and the master equation.

3.4. The Master Equation as an Equation for go
While ,7o(0 cannot be taken as an approximation to p(/), it is still possible that 

the f/0, which satisfies the master equation, is a valid approximation to the g0 which 
arises from the Liouville equation (1.1.6). However, we must still resolve the incon
sistency which arises from the fact that stationary solutions g0 of the master equation 
are not stationary solutions of the Liouville equation. Again we shall look at the 
higher-order terms in Å. We begin with the term g% which has an order X3. This term 
arises from g\ and, in the development of g\, we consider only the first term on the
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right in equation (2.2.9). All other terms in this equation are of different powers in 
the concentrations, as indicated by the summation signs. Solving this reduced equation 
for g\, and inserting the result in equation (2.2.9), gives finally

£øo(O 
dt Tà_i dpi 1 dx ) dx dpt dpj

x - — x 1-0

d_ 
dpt

(3.4.1)

The exact analysis of this term is carried out in Appendix II, and it is shown that 
equation (3.4.1) can be reduced to

££o(O
dt

v d I t . 1 z I
/ 1 ^21 O’) + 3 ^22 0 ) !

dPi[P P
d

dPi
(3.4.2)

where j = pt is confined to |j|< 2b. The character of p3(() is already apparent from 
this equation which shows that p3(/) depends on X312Ip2 + X31/p3 and has poles for 
p = o and t = <x>. Since the operators outside the brackets { } are identical with those 
for the term in c/o(O which depends on Å2t/p (see eqs. 2.6.1 and 2.6.5), these terms 
can be compared directly. As the poles for g3 are of higher order than for </o(O 
we cannot expect that the higher-order terms can be neglected with respect to the 
lower-order terms, however small x is made. But such analysis, while indicative of 

d p3
much that follows, is not rigorous. To determine the exact value of (t) for /-><»,

we proceed as in section 2.6 by considering the integration over p{. The complete 
evaluation of equation (3.4.2) for the constant force is carried out in Appendix II 
and yields

dgo(t) 
dt

d

dPi
(3.4.3)

This equation shows that the asymptotic time dependence of p3(0 is I and> 
as pointed out by Prigogine, can be neglected for small x in comparison to gl(t) whose 
dependence is A2/. However, a comparison of these terms on the basis of the time 
and 2 dependence alone is not meaningful, since the momentum operator on the right 
of (3.4.3) is not identical with that which occurs in Po(O (eqs. 2.6.1 and 2.6.7). Thus, 
if we again assume that f/o(O) is factorized into IPg^p^, then even if all the g^Pt) 

i
have identical functional forms, dg3/dt will not in general" be zero, whereas we have

* There may well be particular functional forms which are exceptions to this statement, but, arbi
trarily chosen, g-tp^ (identical for all z) will not make dg^dt = 0. This is easily proved by picking particular 
forms for g^pj) and inserting them into equation (3.3.4).
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already shown that dg%/d t = 0 under this condition. This result affords the resolution 
of the difficulty discussed in the previous section, for the special factorized form is 
no longer a stationary solution of the extended master equation (i. e., the z3 term 
included). At the same time it demonstrates that the z3 term cannot in general be 
neglected relative to the z2 term, no matter how small Å is taken.

However we now have another difficulty. Equation (3.4.3) has done its job so 
well that even if we take all gt identical and equal to the equilibrium form, i. e., 

9i(Pi) = 9e(SPi) = exP | “ o/’ we fiHd that dg^/dt 0. This is at first rather difficult 

to understand since the equilibrium distribution is a time independent solution of 
the Liouville equation and g is the correct form of the reduced equilibrium density 
function. Furthermore, of the terms which we have neglected, none can affect this 
result since they all occur to different powers of Â or C (concentration). However, the 
equilibrium distribution is given by equation (2.3.2) and is a function of the potential 
energy as well as the pt. While this does not affect the momentum density functions 
<7eq, it does affect the initial conditions. The initial conditions thus far employed are 
incompatible with the fact that, at t = 0, the distribution function was the equilibrium 
distribution. Comparison with equation (2.3.2) shows that we must take

0o(°) = <7o (°)
f/o = 0 for v > 0
g\ = 0 for all v

02 (°) = — <7o (°) V(æ) 
02 (°) = 0o(O) V<2<X>-

(3.4.4)

For these initial conditions we obtain (see section 5.3)

<0o(O 
dt

z3 8 a3 b3 d
r — dPiU 11

d d 
dpi dpj

(1 - ln‘2)0(Pi-P}) d d2 r d d
9?(0).

If we now assume that = PIge(i(Pi), equation (3.4.5) gives i

d9o- = 0,
dt

(3.4.5)

equation

(/) ^ 0 for arbitrary distributions g^p^,

showing that the equilibrium density function is time independent. But 
do3(3.4.5) still retains the property that 70

even if the functional forms are identical for all z. We shall consider the effects of 



Nr. 1 29

these higher-order terms in A still further in section 3.6, but first it is important to 
investigate some of the other approximations involved in the derivation of the master 
equation.

3.5. The Value of the Collision Time
In the derivation of the master equation, it was necessary to assume the existence 

of a time tß sufficiently large so that for all t > tß we could set f(t) /■(<») (eq. 2.6.9). 
But we also had to assume that tß was sufficiently small so that go(t - tß) g0(t) 
(eq. 2.7.4). It is necessary to investigate the requirements for which both these con
ditions can be satisfied simultaneously. To determine the largeness of tß, we retain the 
next non-zero term which arises from the Taylor expansion of [N (J /1) + N (-j /1)] 
in equation (2.6.6). In the place of equation (2.7.5) we obtain

dgo(t) 
dt

dPi\i"2b2'n20 d
dpt

d
dpi

ij

d 1 d2 

dPj dPj
a2b* d I

(3.5.1)

where the third term arises from the use of the new initial conditions discussed in 
section 3.4 (eqs. 3.4.1). We must choose tß sufficiently large so that the terms in 
l//2 can be neglected with respect to the first term. Several features of the 1/t2 terms 
should be noted. First, while they occur to higher order in b (the range of the force) 
than the first term, they have the same a dependence (namely a2) as the first term. 
Thus, it is necessary to assume that h2//2 is small even to expect that these terms can 
be neglected. Secondly, the 1/t2 terms have the same property as the X3 terms; they 
do not vanish if <70({a}) *s a factorized function with all factors having the same func
tional form, i. e., </o(a) = ^Ik^Pi) with g'XA) = while the first term doesi
vanish. In this case, 1/t2 terms can never be neglected except for tß= °o (or b = 0 
which is not allowed). But it should be noted that all terms vanish for gn equal to the 
equilibrium distribution.

To examine the conditions in tß in further detail, we shall assume two types of 
particles, labelled a and ß, having concentrations Ca and Cß. Furthermore, we shall 
assume that initially the density function <7(0) is factorized and that the two types 
of particles have the density functions

9<ÅPx> Aa exp 

gß(j>ß>t) = Aß exp

(3.5.2)
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where Aa and Aß are normalization constants and cra(/) and <Jß(t) are parameters 
corresponding to the mean square deviation. For cra, oy? = 1, the density functions 
become the equilibrium density functions, while for cra, oyj = 0 they correspond to 
a delta function. The equations for ga(pa, t) and gß(pß, t) are developed in the same 
manner as for the case of Brownian motion (section 2.8) by integrating over all par
ticles but the one of interest. Thus equation (3.5.1) yields

d9Sp*>  0 
dt

; 4 a2 b2ln2 Cn àpA ß
d9a(pa> 0 

dP*
9ß(Pa> 0-gx(.Pi> t)

d9ß(Po<> 0

a2/?4 I 0 d29ß(px^ 0
2/2 [ dpa dpi

r &9ß(P<^ 0 .
cr- dp. t)

9<x(Pa> O

(3.5.3)

with a similar equation for dgß(pß, t)/d I obtained from (3.5.3) by interchanging 
a and ß. By inserting equations (3.5.2) into (3.5.3), the condition for neglecting the 
1/Z2 terms relative to the first term is readily obtained. For the dgjdt equation, 
we must require

(3.5.4)C.
1

+ -2 <<4"'2cXi_3
and for the d gß/d t equation the condition is the same as (3.5.4), but with a and ß 
interchanged.

For the condition on the smallness of Iß, when <7o(O) is factorized, we note that 
equation (2.7.3) reduces to two equations

and

d9a(.P<x> 0 
dt

= 4 a2 b2 In 2 Cß
d \dgx(pa,t-tß) 

dPa [ dPa 9ß(Pa> i-tß)

~9a<J>a> t~tß)
d9ßCpx> t~tß')] 

d Pa I
(3.5.5)

d9ß(Pß’ 0 
dt

= same as above but a ^ß,

where we have neglected the integral term occurring in (2.7.3). The master equation 
is obtained by setting tß = 0 in equations (3.5.5), and the conditions for doing this may 
be taken as
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(3.5.6)

and correspond to the condition (2.7.4). To examine these conditions more fully, we 
shall use the functional forms given by (3.5.2) and determine dgx(t)/dt from the 
master equation (i. e., 3.5.5. with tß = 0). In that case, the conditions (3.5.6) become

4 a2 b2 In 2 tß Cßgß^ «1 (3.5.7)

and the same equation with a^.ß, except that is not changed.
The conditions (3.5.4) and (3.5.7) in the values of tß are not necessarily com

patible, regardless of how small (but not zero) the quantities a or b are chosen. 
Thus, if Oß = =£ 1, equation (3.5.4) can only be satisfied for tß = <=o, while equation
(3.5.7) requires Iß = 0, demonstrating that the master equation is not correct. This 
case is not surprising in view of our previous discussions, bid it is now clear that 
Oß and cra must be sufficiently different so that there will exist a tß which satisfies 
both conditions. As another example, we can consider the case related to Brownian 
motion by taking ctß = 1. In this case, the conditions (3.5.4) and (3.5.7) reduce Io 

and

« 4 In 2 for
d9£
dt

4 a2 b2 (In 2) tßCßgß(v*>

(3.5.8)

(3.5.9)

(3.5.10)

(3.5.11)

where the first condition serves for neglecting the 1/f2 terms in the equation for 
dg,j,(p*,  t)Id t, while the second applies to the equation for gß(pa, t)/dI and can be 
ignored if we wish to consider only the motion of the Brownian particle (i. e., gx). 
The last two conditions apply to both equations. In any case, there are again no 
compatible values of tß for cra = O; i. e., when the Brownian particle has initially a 
<5(/>a) density function. Thus, we must assume that oæ is sufficiently different from 
zero to satisfy the first, third, and fourth conditions. The second condition further 
restricts the value of ax, but is concerned with the equation for gß(pß) describing 
the motion of the bath particles.
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Furthermore, it should be recognized that the values of Iß which satisfy the con
ditions (3.5.7) also depend on the momentum (pa or pß). In general, it is necessary 
to restrict the range of momenta px for which the master equation can be con
sidered correct. Thus, for large values of pa, it is necessary to choose a large value 
of tß to satisfy the condition (3.5.8); in fact tß -> <» as However, this value of
tß will be compatible with equation (3.5.10) because of the presence of the factor 
gß(p^) in (3.5.10). While it is clear that we must choose a different value of tß for 
each px, this presents no major problems, except to restrict the range of momenta 
for which the master equation is valid at a given time t. As t becomes larger, Iß for 
particular pa can be made larger and we can neglect the terms in 1 /t2 for a wider 
range of momenta.

Finally, we must realize that the values of o used in the conditions (3.5.3) and
(3.5.7) are time dependent. Thus, in the case of Brownian motion where, al t = 0, 
we take a^(0) = 1 and ua(0) 1, it will be possible to satisfy the conditions for some
region of momentum if a and b are small. As was already pointed out in section 3.2, 
the master equation (eq. 3.5.1 without the l//2 terms) will drive the system to a 
state where Oß = 1. As the system approaches this state the terms in l//2 will
become increasingly important and finally dominate the other terms, as indicated by 
the fact that the conditions will no longer be satisfied. This result depends on the 
fact that cra -> Oß exponentially in time, while we can only neglect the other terms to 
an order 1/t2.

3.6. Effect of Higher Order Terms in Å
In the previous section, we have concerned ourselves with an analysis of the 

condition necessary to reduce the non-Markovian equation (2.5.16) to the Markovian 
master equation (2.7.5). These equations only involved certain terms of order (A2)” 
and the reduction to the master equation primarily required conditions which allow 
these terms to be replaced by their asymptotic forms. In this section we shall examine 
the effect of higher-order terms in A, such as (x3)w, using the asymptotic forms of 
these terms without regard to the conditions necessary to justify these forms. In 
place of the master equation, we then obtain

a</o(Le<| ._y  {^[2.7.6] +A3 [3.4.6]} 9o({p,}, (), (3.6.1)

where the numbers in brackets refer to the operators given by those equations. The 
Z2 terms are just those of the master equation. The only difference between the 7? 
term here and that given by equation (3.4.6) is that it now operates on g0(t) instead 
of g0(0). This replacement can be justified by examining and summing special terms 
of all orders in (A3)” and (z2)m(x3)z in the same manner as for the derivation of the 
master equation given in sections 2.5 to 2.7.
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. We shall ignore

As shown by equation (3.4.6), the Â3 operator can be broken into two parts. 
One part (the first term of 3.4.6) has exactly the same form as the master equation 
and can always be ignored if z is small (i. e. Â3«/!2); but even if Â is not small, 
this term will not alter the form of the master equation, except for the change of the 

numerical coefficient from (4A2a2b2ln‘2) to 4A2a2b2Zn2 1—~Åab j

this term in the following. The other part of the Â3 operator (the second and third 
terms of eq. 3.4.6) is identical with the terms in 1/t2 in equation (3.5.1); in fact it 
is only necessary to let the quantity in equation (3.5.1) go to

a2 b4
F_ -+a3b3 [(hi 2)- 1] (3.6.2)

to obtain equation (3.6.1). As in section 3.5, we can assume that </o(0) is fac- 
torized and there exist only two types of particles, a and ß. Equation (3.6.1) reduces 
to two simultaneous equations identical with the equation (3.5.3) when the sub
stitution (3.6.2) is made. If we further assume that the density functions are re
presented by equation (3.5.2), then the conditions for neglecting the z3 terms become 
identical with the conditions (3.5.4) so long as we set

(3.6.3)

The analysis of these conditions is essentially identical to that previously given, 
except that the Â3 terms are not directly affected by the size of t. For any value 
of ab we must limit the momentum space and the nature of the density functions in 
order to neglect the terms in Z3. Finally, we must again realize that cra and Oß are 
time dependent. The equation of motion for the density functions (eqs. 3.5.3 with 
3.6.2) can be schematically written as

'- —'ß' CaOa “ aß) + C)5 (^ - 1 ) •

> (3.6.4)

where the equalities in parenthesis indicate the conditions under which the coef
ficients are zero. Thus, if we consider Brownian motion where initially O<cra(O)«l 
and aß (O') = 1, we can neglect the z3 terms for some range of momenta (A is assumed 
small). But the effect of the A2 terms is to make ua = aß * 1. As this state is approached, 
the Z3 terms will dominate the motion. It is also clear that the Z3 terms become 
important more rapidly for dgß/dt since they enter to an order Cß in that equation.

Mat. Fys. Skr. Dan.Vid. Selsk. 2, no. 1. 5
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3.7. Discussion of the Analysis
The analysis given in this and the preceding section can be considered as a first- 

order analysis of the conditions necessary for the master equation to be correct. The 
presence of the A3 terms will affect the conditions necessary for the neglect or retention 
of the 1/f2 terms as well as the conditions for making the equation Markovian. Basic
ally, it is also necessary to determine the condition for neglecting other terms which 
arose in the original expansion of the Liouville equation (2.2.9). In any case, the con
ditions we have determined already place the master equation in its proper perspective.

As in the case of Brownian motion, by imposing limitations on the momentum 
space, the lime coordinate, and the nature of the initial distribution function, the 
motion of the system will be determined by the master equation (A2 terms). This 
motion is such that the system will approach a state (not the equilibrium state) 
where the master equation will be satisfied and where the A2//2 and A3 terms will 
become important in determining the motion of the system. When these terms are 
included we can expect that the system will approach a state (again, not the 
equilibrium slate) which satisfies the collection of A2, A2/f2 and A3 terms and will 
require the retention of still higher order terms (A2//4 and A4). Furthermore, the equa
tions (with A2//“ and A3 terms retained) are such that the system need not approach the 
new stationary states in a monotonic manner, but rather can undergo damped os
cillations. W hen all orders of A and t are retained, the system need no longer approach 
a stationary solution; instead, it will obtain an oscillatory solution. This effect will 
be further studied in a later paper for it relates to the Poincaré time and the en
tropy production.

However, there is one exception to the preceding discussion, which arises in the 
case of Brownian motion. If we assume that the concentration of the Brownian par
ticles a is zero, then the bath particles ß will remain at equilibrium, as shown by 
equation (3.6.4). While it is still necessary to impose limitations on the momentum
time space, the master equation will be correct within these limits and describe the 
motion of the Brownian particle to the final equilibrium state. The limitation on 
the momentum space involves p2 and can be expressed as a condition on the energy, 
namely as E^^kT, where Ea is the energy of the particle. As was pointed out in 
section 3.6, even when A is not small, the master equation (with only a change in 
numerical coefficients) may still be satisfied, although the momentum space will 
be more severely restricted. Still, it should be noted that any changes in the inter
action potential or the Hamiltonian will affect the nature of these conditions, so that 
the particular form of the master equation may not be justified in regions of physical 
interest and some other form wuold have to be developed.

In view of these results, the similarity under certain conditions of the Brownian 
motion equation given here to equations derived by other techniques is not surprising. 
Thus, the stochastic derivation given by Kramers(1) assumes that the Brownian par
ticle is affected by random forces in the bath which is not itself affected by the particle; 
and the final equation is intuitively subjected to the condition that E*((kT.  The 
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derivation of a Brownian motion equation given by Rosenbluth<9) is similar to the 
derivation given here. Starting from the Liouville equation an expansion is made 
in correlation functions and Z; only the first iteration is carried out (in fact, only the 
Â21 term is retained). The Brownian motion equation is then obtained by assuming 
that the bath particles are at equilibrium and are not disturbed, as well as that t -> oo. 
This procedure is more direct and avoids the summation of all powers of (Â2 t)n and 
the intermediate formulation of the master equation. A condition is imposed on the 
energy by requiring that the expansion be valid for average values; such a condition 
must be considered to be intuitive since it was not and cannot be used to analyti
cally justify the application of the resulting equations. The resulting equation is identi
cal with that obtained by use of the master equation. Finally, we may realize that 
the condition imposed by Zwanzig in his derivation of the master equation, namely, 
that the quantity /.t be small (see footnote p. 25), is actually required to justify the 
master equation. For the analysis presented here shows that the master equation is 
not valid after a time related to A and the specific form of the initial density function.

The usefulness of the master equation is probably best discussed in terms of 
states of the density functions. Starling from some state for which the conditions are 
satisfied, the master equation will approximately describe the evolution of the system 
to some new state in which the conditions are no longer satisfied. If it happens that 
the two stales are of physical interest, then the equation is useful. This is the case 
for a Brownian motion even when the ratio of particles is finite (^ 1023). The con
ditions (3.5.4) can be satisfied for initial states of physical interest and the evolution 
will be approximately described by the master equation until the state for = Oß =£ 1 
is reached. This final state will be very near the equilibrium state, and the equation 
will be of physical importance. However, for other initial states which are not so 
closely related to the equilibrium slate, the conditions will be more difficult to satisfy 
for problems of physical interest. It is worth noting that some form of time-coarse- 
graining in place of time limits (t -> oo) may considerably reduce the stringency of the 
conditions while still yielding essentially the same equations; this will be discussed fur
ther in a later paper.

Section 4
Conclusions and Summary

The theory of irreversible processes developed by Prigogine and others applies 
to infinite systems (T° -+ oo, N -> co) and is based on the assumption of a parameter 
of smallness associated with the interaction potential and the condition that t is 
large. It is further assumed that the initial density function @({pj, {æj, 0) has a z 
dependence similar to that of the equilibrium density function. The coordinate space 
Fourier transform of the solution of the Liouville equation {æ<}» 0 is expanded
in powers of and the asymptotic time dependence of each term is studied. All 
terms having a dominant t dependence are selected out of the complete array. Thus, 
all powers of (Â2/)n are retained while terms such as z3/2 do not arise in the asymptotic

5*  
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expansion. The asymptotic forms are then summed and lead immediately to the 
master equation which describes an irreversible process, since its solution implies a 
positive entropy production. In order to justify the use of the asymptotic forms, it 
is necessary to require that f >> tc, the collision time, which is assumed to be small 
in many cases of interest. Based on this derivation, the master equation would appear 
to be a representation of the Liouville equation, valid when A is small, t is large, 
and the other weak restrictions are satisfied.

In part 1 of this paper (sections 1 and 2) we have rederived the master equation 
directly in the phase space, using only the conditions discussed above. It was 
demonstrated that the Fourier transform of the master equation obtained here is iden
tical to that derived by Prigogine. The only variation in the derivation given here 
was that the terms in (A2/)” were summed before taking the limit of t large; this 
resulted in a non-Markovian equation closely related to the operational development 
of the master equation given by Zwanzig. When the condition tc was imposed, 
this non-Markovian equation reduced to the Markovian master equation.

In view of the apparent generality of the master equation and its close relation 
to the Liouville equation, the differences in the properties of their solutions appear 
as inconsistencies. For example, the master equation basically describes the evolution 
of the momentum density function, go ({pt}, t), which would seem to be an approx
imation of the complete density function f?({p$), , t) to the order A; as such it is
difficult to understand the difference in entropy production of the two equations. As 
another example, the master equation possesses stationary solutions which are not 
stationary solutions of the Liouville equation. In part II (section 3), a detailed analysis 
of the master equation is given in order to resolve these inconsistencies. The analysis 
demonstrates that the assumptions used in the derivation of the master equation are 
by no means sufficient to justify the neglect of higher-order terms in A (such as A3/) 
neither for the expansion of Q(f) nor g0, no matter how small A is taken (but not zero). 
When these higher-order terms are retained the inconsistencies are removed.

The fundamental analytical error in the derivation of the master equation lies in 
the use of the asymptotic time dependence as the basis for selecting the dominant 
terms in A. Every term in A is a function of both t and (pj . This momentum de
pendence can be expressed as a differential momentum operator acting on the initial 
momentum density function <7o(O, />/) and such that higher terms in A have higher 
order differential operators. While a particular term in Â may appear dominant for 
A small and t large, the momentum dependence may make this term negligible, 
and some higher order term dominant. Furthermore, the lower order terms in A 
always cause the density function g0(t, {pj) to change such that the higher 2 terms 
become dominant. Consequently, the selection rule based on 2, t dependence is not 
satisfactory and the momentum dependence of all terms must also be analyzed.

The preceding results do not directly affect the use of asymptotic forms for t 
large. The time dependence of any term in An can be expanded about t = œ and pro- 
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duces terms in powers of l/t2 which are associated with powers of the range b of the 
force. Again these terms also depend on the momentum , and cannot in general 
be neglected, no matter how small b is made (but not zero) or how large t is made 
(but not infinite). This result shows that the Liouville equation cannot be reduced 
to a Markovian master equation for b small and t large without some additional 
conditions on the momentum density function. We may summarize these results as 
follows :

Even if the volume T3 and the number of particles N are infinite, it is not pos
sible to expand the density function Q(\Pi},{xt}, 0 which satisfies the Liouville 
equation, or the associated reduced density functions such as go(\Pi}, t) or g^Pi, t), 
in powers of a parameter of smallness, be it the magnitude of the force or the range 
of the force or the concentration, such that higher-order terms in the parameter can 
be neglected in describing the evolution of any of the density functions for all 
values of time, momentum (and/or position) or all initial states of the density 
function.

This conclusion represents a generalisation of a well-known theorem due to 
Poincaré. However, it does not exclude the possibility of establishing equations, such 
as the master equations, which can correctly describe the evolution when conditions 
are imposed on the range of time, the momentum space, and the initial state of the 
system. In this regard, a necessary condition for the master equation to hold was 
established and studied with particular emphasis on the problem of Brownian motion. 
It was shown that the condition can be satisfied by reasonable physical limitations 
on the range of momentum and initial distribution and that the master equation 
can be expected to describe the motion of the Brownian particle density function 
until it is almost at equilibrium. The condition also shows that even if Â is not 
small, the evolution of the density function may still be described by the master 
equation (with a change in numerical coefficients), although it will be necessary to 
impose stronger limits on the momentum space. That is, the condition that Å is small 
is neither necessary nor sufficient to justify the master equation. This result explains 
the close similarity of Brownian motion equations under certain conditions although 
these equations are obtained by widely different approaches such as the stochastic 
assumptions used by Kramers.

However, it must be realized that the condition developed here is only neces
sary; it may not be sufficient even for the case considered here. Furthermore, any 
change in the interaction potential or the Hamiltonian will affect the nature of the 
condition. Thus, the extension of the master equation to more complex systems by 
the use of action and angle variables(8)’ (10) will yield very different conditions. 
Whether these conditions can be satisfied for cases of physical interest remains to 
be seen.

While the study carried out here has emphasized the one-dimensional case, the 
extension of the derivation of the master equation (section 2) to three dimensions 
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is trivial. The extension of the analysis (section 3) to three dimensions is more diffi
cult as the integrals involved become complicated, and have not yet been evaluated. 
However, there is no indication, neither in the method nor in the results, that the 
general conclusions would be affected by the dimensionality.
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Section 5: Appendices

5.1. Appendix I: Solution of the equation
Equations of the type (2.4.4) are most easily solved by the use of a displacement

operator

which has the property
E(pO = eVtdx

E(pt) f(x, p, t) = f[x + pt, p,

as well as the commutation properties

d d
^Ë(j)t)-p^E(pt) f(x, p, t)

and

E(pt) f(x, p, t) =

E(p0 9(P> 0 P> 0 = 0 qx E(pO f(x> P>

E(pti) Efpt^ = E[p(tx + t2y\

(5.1.1)

(5.1.2)

(5.1.3)

(5.1.4)

(5.1.5)

(5.1.6)

E(pt) g{x> P> 0 7î(æ, P> t) = [E(pt) g(x, p, 0] [E(pt) h(x, p, f)]. (5.1.7)

To solve the equation
dg(X, P, t)

dt + P
dg(X, P, t)

dx = h (x, p, t) (5.1.8)

we operate with E(pP) and, after using the commutation properties (eq. 5.1.3), obtain

d-tE(pi) g(x> p> 0 = e(p0 h(x> p> 0-

Integrating with respect to t, and noting that E(0) = 1, we have

E(pt) g(x, p, t)-g(x, p, 0) = \ E(pt ) h(x, p, t) dt .

(5.1.9)

(5.1.10)
6*
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Applying the inverse operator E(-pt) yields

p(æ, p, t) = E(-pt) g(x, p, 0) + E(-pt)( E(pt') h(x, p, t') dr 
•o

which can be written as

(5.1.11)

tp(a\ p, t) = g(x-pt, p, 0) + \ E[p(t-t')] h(x, p, t') dt\
• o

Finally, we may set r= / -/’ and obtain
<•«

g(x, p, t) = g(x — pt, p, ()) + \ h(x-px, p, t-x) dx.
•'o

(5.1.12)

5.2. Appendix II: Evaluation of Higher-Order Terms in Â
1) In accord with equations (2.2.9) and (2.4.1) we obtain

?£o=l \ d Ç ^(æ) dV(x) d d
dt 7 —7- dpi i dx \ dx dpr dp2

2^1 L

(x- pt') dt' dr dx d 
dpi

d_' 
dp2_ 91 (Pl)02 (,P2~)>

(5.2.1)

where p-(Pi~Pz) and the operator, EÇ — px), acts on everything to the right. 
Since this operator docs not commute with the differential operator [d/dpi — d/dp2\, 
it is easiest to carry through the latter operator and then apply E(-px). This yields

where

and

d<7o 1 \ d r
dt ~ • dp ’ ^2) — 2/2 (f, p) ø2 (/, yq ,p2)],

(2) 71
2 * 1

(5.2.2)

0iG> Pi’ P2) =
d_ 

dpi

02<X Pl’ Pz) =
d

dpi

d
dp2

2

91 (Pi)9z(Pz)

d
dp2 9iCPi)92(P2)

12 \ dx

i +00 fit^\^prA
i dx 1dxv 1 7 1
x = -x VO vi
+00 fit (it
dV(x)\ dV z L ,v , r
— Xdic^p^Y dx^ [-x~p(t dedrdx- 

Jo Jo

[x—p(t' + r)J dt' dx dx
0

it-T
.,d2V.......................... _ . _

(5.2.3)

(5.2.4)
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2) It is easily seen that the first integral (/r) is zero. Note, first, that for an ar
bitrary function F(f, r)

C Ç F(f, r) df dr = C Ç F(t’, t) dt' dr, (5.2.5)
•'0 *'0  Jo *0

since the area covered is the same and the two integrals differ only in the way it is 
covered. In the integral Ilt change the integration variable x to x’=x—p(f ’ + r) 
and we have

dV(x) 
dx

dx' dt' dr

pt-x

\ d x dx
to

(x + p r)

(5.2.6)

where the last integral has been obtained by applying equation (5.2.5), then inter
changing the labels t' and r and setting x' = x because these are all dummy variables 
of integration. Adding equations (5.2.6) and (5.2.4) gives

[x+p(e + r)]dv 
dx

dt' dr dx.

(5.2.7)

Note that dV(x)ldx is an odd function, i. e., dV(-x)/dx = — dV(x)/dx; then it is 
immediately seen that the integral in (5.2.7) is an odd function of x and, hence,

Î! = 0. (5.2.8)

3) For the integral /2, we first make an integration by parts for the variable 
/’ and obtain

dV(x) dV \ dV 13 ' yr- (x — pf) \ — (x -pr) (t - r) dr dx + - I^pt) (5.2.9) 
dx dx A dx p

x vo 

and Ir = 0 according to (5.2.8). Define

V(x) = ( V(x’) dx’- a, (5.2.10)

where a is a constant chosen so as to make V(x) an odd function if V(x) is an 
even function. Subsequently, an integration by parts over r gives
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r = .<C^(X-)
2 p2\ dx

t'x

V(æ)

dV(x)dV xr_
" dx dx (x-pt)[V(x-pt)-V(x)] dx.

X

(5.2.11)

The inclusion of a in the definition of Ë (5.2.10) is allowed by (5.2.11) because of 
the difference which occurs. If the two terms of the second integral in (5.2.11) are 
separated and the variable of integration changed to x =x-pt in the first of these 
terms, we obtain

where

r - 1 r 1 j
+ p2721 + 3 ■*  22 ’

1 v"-'
21 “ \ dx

vx

dV(x) ir7 x dV
}^dx^x~J^dx’

(5.2.12)

(5.2.13)

and
J = Pt-

(5.2.14)

(5.2.15)

4) Even and Odd Character.
Changing x to x = -x in equation (5.2.13), using the even and odd properties 

i‘+x C-00of V(.t) and dV/dx, and noting that \ = - we obtain I21 as above, but with x-j 
oo ’’h-oo

replaced by x+j. Adding this to Z21 in (5.2.13), we can write

410') =
11 dV(x)
2 \ dx

♦ X

9V, -x dV, -, (5.2.16)

which is easily seen to be an even function of j; i. e.

^21 ( j)_^210)> (5.2.17)

while, from (5.2.14), we have that /22 is an odd function of J:

^22 ( J) ~ ^22 O') • (5.2.18)

5) The exact evaluation of Z21 and /22 for a constant force over a range -b to b 
is not difficult. We have
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dV(x) 
dx

— x 
hr I

O

O < I x I < b

b < I x I

O < I x I < b I

< I x I

V(æ) =

x ab2
M2

x [2 b — I .r

b < I x I

0 < I x I < b

(5.2.19)

where a has been chosen to be a = ab2/2 according to the definition (5.2.10). The 
integrations for I21 and I22 are easily carried out and one obtains

+“3(26-i;d2 5<|./|<26

01 0) “ * + y{2fca-[26-|j|]2} 0<|j|< 5

0 2 b < \j 1

+-^-[3&2-6bin+/j 0<|j|< b

O2O) = ' . [h2-4Myi ej2] 5<|j|<25

0 2 5 < \j |.

(5.2.20)

These functions are illustrated in figure 2.
6) To determine the meaning of I2, we may consider reducing g2 by integration 

over all pt for z 1. This requires the evaluation of the integral

002(h pi, p2)dp2. (5.2.21)

The integration over p2 is easily transferred to an integration over p, by

to give
P = O1-P2)

/= L2(p, /)02(/, pi, p) dp. 
t/p = —00

(5.2.22)

(5.2.23)

Finally, we can transform to
j = P* (5.2.24)
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Figure 2: Illustration of the functions described by equations 5.2.19 and 5.2.20.

and have

Using the equation for /2 (5.2.12), equation (5.2.24) becomes

1 =
'J—2b

i+2b
jhl (j) + l22(j)

./3
Pl, \ 14b

(5.2.25)

(5.2.26)
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(5.2.27) 

are expanded in a power series of J /1 to yield

(5.2.28)
\41

(5.2.29)dj = 0,

while

(5.2.30)
j

(5.2.31)

From the definition of 02 we can therefore write

7= f2

<*2  ft
I r//2i(j)+722(7)

)_+722(7)
7 3

where the primes (’) on the 02 denote derivatives with respect to p; i. e., 
^2 = (d2/dp2) 02(t £>1, p). Using the values of 721 and 722 given by (5.2.20) it is 
easy to carry out the integrations in (5.2.28) and show that

For all other terms in the series of (5.2.28) (namely 022n)), the integral over 7 is 
finite (there are no poles in the integrand for these terms) while the t dependence is 
of order (l/f2)w_1; and as t becomes large such that 2 7>/7 « 1, all other terms can be 
neglected so long as we make the reasonable assumption that 022n)(£, 0) remains
bounded for all t and p1.

Hence we have

73

2 n3 h3

2 cfi

2a2b3 d2
h = y- C1 ~^2)0(p1~p2') —-

Finally, d>2^t, 7’i>yj and

where we have noted that 721 and I22 are zero for |j | >27>. The integral can now 
..2b(.O

be broken into \ +\ . Transforming 7 -> - j in the second integral and using the even 
•'0 » - 2 b

and odd properties of 721 and I22, we obtain

73

(5.2.32)
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and thus
dgl
dt

Å34a3b3 \ d-— (1 -In 2) J> -Ô(Pi-p^
3 —' dPi

d2 r d d
9t (Pi) 9} (Pj) ■

(5.2.33)

5.3. Appendix Ill: Effects of Equilibrium Type Initial Conditions
1) In tliis section, we calculate the equations for go for a set of initial conditions 

in which the higher-order correlation functions g, have a position dependence identical 
with the equilibrium distribution. Comparison with the expansion of the equilibrium
distribution (eq. 2.3.2) shows that we must take

AO = .</?(<») (5.3.1)

go =0 for v > 0

g\ =0 all v

,9°(0)--,9?(0)VO) (5.3.2)

A - 9°(0) V2(æ). etc., (5.3.3)

for all higher orders g2 and <71. (5.3.4)

In section 5.3 we have developed the terms which arise from the initial conditions 
(5.3.1) and it is only necessary to add to those terms the one arising from the non
zero initial conditions (5.3.2), (5.3.3), and (5.3.4). To simplify the notation we shall 
let brackets [ ] represent all the terms previously calculated, where the number 
inside the brackets indicates the particular equation giving the value of these terms. 
Furthermore, we shall immediately replace <7o(O) by ,7o(O which is justified by 
selecting and summing various terms in higher powers of Â in the same manner as 
developed in sections 2.5 to 2.7.

2) Using equation (2.2.9) we obtain

.92 =  V(x - pt) g%(t) + [2Ä.8] 
which gives rise to

(5.3.5)

a9o(p 
dt V(x-pt’) dt’ dx g0 (0+ [2.4.10] to order (Â2)n.

In the limit of t a>9 this term vanishes so that we are again left with our previous 
result (eq. 2.4.10).
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3) However, if we now calculate the contribution to dg^/dt, we obtain

(5.3.7)

Here again the first term in the { [ vanishes for /-><», and it is the second term 
which is of interest.

Carrying through the operator [d/dpt- d/dpj], equation (5.3.7) becomes

where

and

9.9? _ 1 I 9 p a
9/ ' -p r|9/-'< 31 dp,

4) A comparison of /32 with I2 (eq. 5.2.9), Appendix II, shows

5) The integral ^31 is easily reduced to

d 
dPj9o + 2 (5.3.8)

(a: -pt) V(.x — p r) dr dx (5.3.9)

(5.3.10)

(5.3.11)

from equation (5.2.12). Proceeding as in section 5.2, we find that

so that we can write

3

hi ~

4a353 d
hz = + —(1 - M 2) <5 (P1 -p2) dp . 5

lim r+a’ 4u353
t-^XhztPi, Pi>P)dP =----- — (l-fri2)0' (t, P1, 0)

00 &

^[dï(-X^')~ddx(-X+j)\dX

(5.3.12)

(5.3.13)

(5.3.14)



48 Nr. 1

and integration over x gives

Finally,

(5.3.16)

so we can write
(5.3.17)

6) Equation (5.3.8) can then be written as

d

> (5.3.18)
3

dP2 L9 Pl

If we further assume that

(5.3.19)
such that

J (i)g(Pi) dPi = h (5.3.20)

d

(5.3.21)

assume that all particles were at equilibrium initially, we haveFinally, if we

0)z,0 (5.3.22)Pi
2

<7o is factorized, i. e.,

d
d/q dp2

= all i.

9o-

V™9°dPj

4a3b3
3

9o = n(i)g(pt)
l

d2
(1 -Zn2)d(p1-jp2)

(/).70(V^-

8 a3 b3
41 = 3 ^2d(^1-p2).

we obtain

Ô ™g3 
dt

dql 1 d I 8 a3 b3
= — ----\-----------In 2 d (py - p2)dt r t dp{\ 3 7 77

Sa3b3 x d
-(1-Zzi2)d(p1-/?2)-—

d d 1] 
dP2 I

4a3b3 C d2
~ln2)y(Pi~Pj)d -

f d\ô(Pi-Pj)
[dPi dPj]

lim (.-oe Sa3b3
t^°°\l31(p, t)&(p) dp = —q— Zn2 0(O)

<-'+ 00 O

d
dp*  [dPi dPj

(5.3.15)

0 for 2d < |j |

-i;i]3 d< |j|<2d

-iji)+;2] o < iy i < d.
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Inserting this in equation (5.3.21), we find that the first term on the right is zero 
while the second and third terms give

0£3 
dt (5.3.23)

5.4. Appendix IV: Identity of the Master equations
1) In this section a proof is given to demonstrate that the master equation obtained 

by Prigogine and the master equation (2.7.6) presented here are in fact identical. 
For a problem in one dimension, the master equation is given by Prigogine as

where

and T3 is the volume.
From lhe definition of Vk, we readily obtain

(5.4.1)

(5.4.2)

and, hence,

(5.4.3)

(5.4.4)

From its definition we may set

*’o
(5.4.5)

Inserting equations (5.4.4) and (5.4.5) in (5.4.1), we obtain

dV(.r) dV(x’) 
d x dx'

-d-\ 
à Pi) ,7o('/h!> 0-

(5.4.6)

This equation is found in reference (11) as equation (1.14), page 557. As shown by Prigogine (5), the 
rtô(kp) which occurs there should be corrected to read ô_(kp)-

Mat. Fys.Skr. Dan.Vid.Selsk. 2, no. 1. 7
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Performing the integration over k gives

dV(.r) dV(x') 
d x d x (lx (Ix' (Il

cl 
dpi

where we have noted that

N
C7 o { d d

P - LL. =1/2 y ' d d ' d d '
dpi) dpj)

ij = 1
dpi dpj. dpi dpj

N N

= 1/2 y -- - y d p - 1\
L ij = 1

dpi
9w'

dpi dpj!

— dpi dpi dpj
ij = 1

Finally, integrating equation (5.4.7) over x’ yields

dg0 = Z2 \ 7 _d_ 
dt ~ r^L dpi

ij = 1

pt') dx dt'
' d pi

öy.9o(bd.o

which is identical with equation (2.7.6).

Nr. 1

(5.4.7)

(5.4.8)

(5.4.9)
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